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 

Abstract— In daily life we need many things to be searched 

over the internet, for search purpose there are many search 

engines available. Whenever we search something we try to get 

the most relevant results, and this can be achieved using 

Recommender systems.In a world where the number of choices 

can be overwhelming, recommender systems help users find and 

evaluate items of interest. They connect users with items to 

“consume” (purchase, view, listen to, etc.) by associating the 

content of recommended items or the opinions of other 

individuals with the consuming user’s actions or opinions. The 

paper presents an overview of the field of recommender systems 

and describes the difference between two of the most used 

approaches in recommender systems, i.e. Collaborative 

Filtering and Content based Filtering Techniques. 
 

Index Terms— Recommender Systems, Content-Based 

Filtering, Collaborative Filtering. 

 

I. INTRODUCTION 

The goal of a Recommender System is to generate 

meaningful recommendations to a collection of users for 

items or products that might interest them. Suggestions for 

books on Amazon, or movies on Netflix, are real world 

examples of the operation of industry-strength recommender 

systems. The design of such recommendation engines 

depends on the domain and the particular characteristics of 

the data available. Recommender systems were developed to 

help close the gap between information collection and 

analysis by filtering all of the available information to present 

what is most valuable to the user. 

The explosive growth in the amount of available digital 

information and the number of visitors to the Internet have 

created a potential challenge of information overload which 

hinders timely access to items of interest on the Internet. 

Recommender systems are information filtering systems that 

deal with the problem of information overload by filtering 

vital information fragment out of large amount of 

dynamically generated information according to user‟s 

preferences, interest, or observed behavior about item. 

Recommender system has the ability to predict whether a 

particular user would prefer an item or not based on the user‟s 

profile. 

Recommender systems are beneficial to both service 

providers and users. They reduce transaction costs of finding 
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and selecting items in an online shopping environment. 

Recommendation systems have also proved to improve 

decision making process and quality. In e-commerce setting, 

recommender systems enhance revenues, for the fact that they 

are effective means of selling more products. In scientific 

libraries, recommender systems support users by allowing 

them to move beyond catalog searches. Therefore, the need to 

use efficient and accurate recommendation techniques within 

a system that will provide relevant and dependable 

recommendations for users cannot be over-emphasized. 

Most recommender systems take either of two basic 

approaches: collaborative filtering or content-based filtering. 

Collaborative filtering arrives at a recommendation that's 

based on a model of prior user behavior. The model can be 

constructed solely from a single user's behavior or also from 

the behavior of other users who have similar traits. When it 

takes other users' behavior into account, collaborative 

filtering uses group knowledge to form a recommendation 

based on like users. In essence, recommendations are based 

on an automatic collaboration of multiple users and filtered 

on those who exhibit similar preferences or behaviors. 

Content-based filtering constructs a recommendation on the 

basis of a user's behavior. For example, this approach might 

use historical browsing information, such as which blogs the 

user reads and the characteristics of those blogs. If a user 

likely to leave comments on blogs about software 

engineering, content-based filteringcan use this history to 

identify and recommend similar content (articles on Linux or 

other blogs about software engineering). This content can be 

manually defined or automatically extracted based on other 

similarity methods. 

II.   COMPARING THE 2 APPROACHES 
A. Content-based Filtering: 

Content-based filtering, also referred to as cognitive 

filtering, recommends items based on a comparison between 

the content of the items and a user profile. The content of each 

item is represented as a set of descriptors or terms, typically 

the words that occur in a document. The user profile is 

represented with the same terms and built up by analyzing the 

content of items which have been seen by the user. Items that 

are mostly related to the positively rated items are 

recommended to the user. CBF uses different types of models 

to find similarity between documents in order to generate 

meaningful recommendations. Content-based filtering 

technique does not need the profile of other users since they 

do not influence recommendation. Also, if the user profile 

changes, CBF technique still has the potential to adjust its 

recommendations within a very short period of time. 
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For example, if a user likes a web page with the words 

“mobile”, “pen drive” and “RAM”, the CBF will recommend 

pages related to the electronics world. Item description and a 

profile of the user‟s orientation play an important role in 

Content-based filtering. Content-based filtering algorithms 

try to recommend items based on similarity count. The 

best-matching items are recommended by comparing various 

candidate items with items previously rated by the user. 

A content based recommender works with data that the 

user provides, either explicitly (rating) or implicitly (clicking 

on a link). Based on that data, a user profile is generated, 

which is then used to make suggestions to the user. As the 

user provides more inputs or takes actions on the 

recommendations, the engine becomes more and more 

accurate. 

 

Fig 1: 

The concepts of Term Frequency (TF) and Inverse 

Document Frequency (IDF) are used in information retrieval 

systems and also content based filtering mechanisms (such as 

a content based recommender). They are used to determine 

the relative importance of a document / article / news item / 

movie etc. 

TF is the frequency of a word in a document. IDF is the 

inverse of the document frequency among the whole corpus 

of documents. TF-IDF weighting negates the effect of high 

frequency words in determining the importance of an item 

(document). But while calculating TF-IDF, log is used to 

dampen the effect of high frequency words. For example: TF 

= 3 vs TF = 4 is vastly different from TF = 10 vs TF = 1000. In 

other words the relevance of a word in a document cannot be 

measured as a simple raw count and hence the equation 

below: 

Equation: 

 
It can be seen that the effect of high frequency words is 

dampened and these values are more comparable to each 

other as opposed to the original raw term frequency. After 

calculating TF-IDF scores we determine which items are 

closer to each other by using the Vector Space Model which 

computes the proximity based on the angle between the 

vectors. In this model, each item is stored as a vector of its 

attributes (which are also vectors) in an n-dimensional space 

and the angles between the vectors are calculated to 

determine the similarity between the vectors. Next, the 

user profile vectors are also created based on his actions on 

previous attributes of items and the similarity between an 

item and a user is also determined in a similar way. 

IDF is calculated by taking the logarithmic inverse of the 

document frequency among the whole corpus of documents. 

So, if there are a total of 1 million documents returned by our 

search query and amongst those documents, „smart‟ appears 

in 0.5 million documents. Thus, it‟s IDF score will be: Log10 

(10^6/500000) = 0.30. The length of the vectors are 

calculated as the square root of sum of the squared values 

of each attribute in the vector. After finding the TF-IDF 

weights and the length of the vectors, the vectors are 

normalized by dividing each vector by the document vector 

length. After finding the normalized vector the cosine values 

are calculated to find out the similarities between articles. 

Cosine values are calculated as –  

Given 2 articles pj and pk represented as vectors of weight, 

their similarity is measured by –  

 
Where: 

W i, j = Weight of term iin article j 

  W i, k = Weight of term iin article k 

 

This concept can be applied to „n‟ articles and we can find 

out which article a user will like the most. Therefore, along 

with new articles in a week, a separate recommendation can 

be made to a particular user based on the articles which he 

hasn‟t read already. 

Content based recommenders have their own limitations. 

They are not good at capturing inter-dependencies or 

complex behaviors. For example: I might like articles on 

Machine Learning, only when they include practical 

application along with the theory, and not just theory. This 

type of information cannot be captured by these 

recommenders. 

B. Collaborative Filtering: 
Collaborative recommender systems (or collaborative 

filtering systems) try to predict the utility of items for a 

particular user based on the items previously rated by other 

users. Collaborative filtering filters information by using the 

recommendations of other people. It is based on the idea that 

people who agreed in their evaluation of certain items in the 

past are likely to agree again in the future. 

Collaborative Filtering uses either a User-Based approach 

or an item-based approach. In the user-based approach, the 

users perform the main role. If certain majority of the 

customers has the same taste then they join into one group. 

https://www.analyticsvidhya.com/blog/2015/04/information-retrieval-system-explained/
https://www.analyticsvidhya.com/blog/2015/04/information-retrieval-system-explained/
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Recommendations are given to user based on evaluation of 

items by other users form the same group, with whom he/she 

shares common preferences. Item-based collaborative 

filtering is a Model-based algorithm for making 

recommendations. In the algorithm, the similarities between 

different items in the dataset are calculated by using one of a 

number of similarity measures, and then these similarity 

values are used to predict ratings for user-item pairs not 

present in the dataset. 

Instead of just relying on the most similar person, a 

prediction is normally based on the weighted average of the 

recommendations of several people. The weight given to a 

person‟s ratings is determined by the correlation between that 

person and the person for whom to make a prediction. As a 

measure of correlation the Pearson correlation coefficient can 

be used. 

III. PEARSON (CORRELATION)-BASED SIMILARITY 

This similarity measure is based on how  much the rating 

by common users for a pair of items deviate from average 

ratings for those items: 

 
The ratings of person X and Y of the item k are written as 

 and , while  and  are the mean values of their 

ratings. The correlation between X and Y is then given by: 

 
In this formula k is an element of all the items that both X 

and Y have rated. A prediction for the rating of person X of 

the item i based on the ratings of people who have rated item i 

is computed as follows: 

 
Where Y consists of all the n people who have rated item i. 

Note that a negative correlation can also be used as a weight. 

For example, because Amy and Jef have a negative 

correlation and Amy did not like “Farg” could be used as an 

indication that Jef will enjoy “Fargo”. 

In GroupLens a prediction is made by computing the 

weighted average of deviations from the neighbor‟s mean: 

 
Note that if no one has rated item i the prediction is equal to 

the average of all the ratings person X has made. Ringo 

recommends music albums and artists a person might be 

interested in. Someone considers several collaborative 

algorithms and reports that a constrained Pearson r algorithm 

performs best for Ringo‟s information domain. The 

constrained Pearson measure is similar to the normal Pearson 

measure but uses the mean value of possible rating values (in 

this case the average is 4) instead of the mean values of the 

ratings of person X and Y. 

Collaborative Filtering algorithm has the limitations of 

Cold-start problem where a recommender does not have the 

adequate information about a user or an item to make relevant 

predictions. Data Sparsityis the problem that occurs as a 

result of lack of enough information, that is, when only a few 

of the total number of items available in a database are rated 

by users. This leads to a sparse user-item matrix, inability to 

locate successful neighbors resulting in the generation of 

weak recommendations.  

IV. CONCLUSION 

Collaborative algorithm uses “User Behavior” for 

recommending items. They exploit behavior of other users 

and items in terms of transaction history, ratings, selection 

and purchase information. Other user‟s behavior and 

preferences over the items are used to recommend items to 

the new users. 

In content-based filtering we have to know the content of 

both user and item. Usually we construct user-profile and 

item-profile using the content of shared attribute space. For 

example, for a movie, you represent it with the movie stars in 

it and the genres. For user profile, you can do the same thing 

based on the users likes some movie stars/genres etc. To 

calculate how good a movie is to a user, we use cosine 

similarity. Here, you have product attributes like image (Size, 

dimension, color etc.) and text description about the product 

then it is Content Based Recommendation. 
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