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 

Abstract—Bluetooth is a wireless communication technology 

which can be used for cable replacement. This paper proposes 

an adaptive intra-piconet scheduling ( -RMRR) for supporting 

Quality-of-Service (QoS) for scatternet routes. Firstly, two 

intra-piconet scheduling approaches were presented. However, 

these scheduling approaches do not fully support QoS on the 

scatternet route. The Round Robin (RR) approach is a fair 

scheduling but does not support QoS. The Exhausted 

Route-Member Round Robin (ERMRR) approach may support 

QoS on scatternet route but would suffer from the starvation 

problem. Thus, the proposed α-RMRR approach combines the 

RR and the ERMRR approaches into the -Route-Member 

Round Robin (α-RMRR), which can support QoS on 

route-member slaves and provides good fairness for the slaves. 

Moreover, the simulation study was conducted to compare the 

scheduling delay of the three approaches. Our simulation results 

show that the -RMRR is effective for supporting QoS with 

respect to the scheduling delay and good fairness on scatternet 

routes. 

 
Index Terms—Bluetooth, Quality-of-Service, Scheduling, 

Scatternet.  

 

I. INTRODUCTION 

Bluetooth is a short-range wireless technology [1] that 

operates in the unlicensed Industrial, Scientific and Medical 

(ISM) band at 2.4 GHz. Bluetooth provides interconnection 

between mobile electronic devices for personal area ad-hoc 

networks. In order to minimize the interference from other 

users in the same band, Bluetooth uses a frequency-hopping 

(FH) scheme that divides the band into 79 1-MHz channels. 

The channels use a Time Division Duplex (TDD) scheme, 

which divides each channel into consecutive time slots. Each 

time slot is a time period of 625  and the hop rate is 1600 

hops/sec. Each packet is transmitted on a different hop 

frequency and the packet length may be 1, 3, or 5 time slot(s).  

In a Bluetooth piconet, one device acts as the master and 

the other devices are slaves. The number of active slaves in a 

piconet can be up to seven. Devices in a piconet share the 

same hopping channels, which the channel is selected from 

the 79 hopping channels according to the FH sequence. The 

identity and system clock of the master determines the FH 

sequence. Each device selects the same hopping channel, and 

there creates a unique channel in a piconet. The Bluetooth air 

interface supports two types of links between a master and a 

slave. The Synchronous Connection-Oriented (SCO) links 
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use a fixed bandwidth between the master and a single slave, 

and provide symmetrical connection for transmitting voice. 

And the SCO packets are never retransmitted. The other one 

is the Asynchronous Connectionless (ACL) links, which use 

the slots that are not reserved for SCO links to support 

point-to-multipoint links between the master and the slaves in 

a piconet. The ACL packet can be retransmitted if the packet 

was corrupted during transmission.  

In the Bluetooth specification the Quality of Service (QoS) 

configuration has been proposed, but providing QoS in a 

scatternet is for further study. In addition, the traffic 

scheduling in piconet/scatternet is an important protocol that 

impacts on providing QoS in scatternets [2-5]. In this paper, 

several intra-piconet scheduling approaches that can be used 

for scatternet routes are investigated. (i) Round Robin (RR) 

approach: The master polls the slaves in a sequential and 

cyclic order. Obviously, the RR approach is a fair approach 

but it does not guarantee QoS on data transmission of the 

slaves that are members on a scatternet route. (ii) Exhaustive 

Route-Member Round Robin (ERMRR): ERMRR can 

guarantee the data transmission on the route members but 

suffer from the starvation problem of non-route-member 

(NRM) slaves. The ERMRR is an unfair approach, which 

serves route-member (RM) slaves with high priority and 

serves the NRM slaves when RM slaves have no data for 

transmission. Though the ERMRR is unfair, it can support 

QoS on scatternet routes. (iii) An approach, - 

Route-Member Round Robin ( -RMRR), is proposed in this 

paper. The master executes ERMRR with the probability of  

and executes the RR with the probability of 1- . The value of 

 can be set by employing either a static approach or dynamic 

approach. Thus, the -RMRR can support a trade-off 

between the fairness and the QoS by adjusting the value of .  

II. RELATED WORK 

A. Intra-piconet Scheduling Approaches 

Several intra-piconet scheduling algorithms have been 

proposed in the literature [6-9]. These algorithms can be 

classified into two types: one is the intra-piconet scheduling 

approach without QoS guarantee and the other is the 

QoS-aware intra-piconet scheduling approach. 

The Round Robin (RR) scheduling approach is a simple 

and famous scheduling approach that can be used in many 

applications. For the RR scheduling approach [10-12], the 

slaves are polled by its master in a sequential and cyclic order. 

Based on the rules of the RR scheduling, several intra-piconet 

scheduling approaches [13] are developed. The RR approach 

is a fair scheduling that each slave is polled by the master 

sequentially and periodically. However, the RR approach 
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doesn’t take the availability of data at the polled slave into 

account, so that it may waste a lot of time slots when the slave 

has no data packets for transmission. Hence, the Weighted 

Round Robin (WRR) [10-12, 14] in which each slave has its 

own weighting decides the cyclic order according to the 

weighting values for the slaves. Though WRR can improve 

the waste of time slots in RR, it may cause packet jitter at 

destination and ensure the fairness only over a long time. If a 

slave has a small weighting or the number of the slaves are 

large, it may cause the starvation problem. 

The idea behind RR and WRR are the cyclic order with the 

weighting. They ignore the availability of data packets at the 

slave polled by the master. The Exhaustive Round Robin 

(ERR) considers not only the fairness but also the traffic in the 

piconet. It cleans up entire queue until that the traffic is empty. 

The master keeps polling the same slave until both the master 

and slave queues are empty. However, it may cause an unfair 

sharing of capacity between slaves. 

The previous intra-piconet scheduling approaches does not 

consider the QoS in the piconet. Thus, Chen et al. proposed a 

QoS-based intra-piconet scheduling approach [3]. For this 

approach, each connection  is described by two parameters 

 ii DC , , where  is the maximum amount of messages (in 

time slots) in  and  is the relative transmission deadline 

in time slots. Moreover,  is a factor to evaluate the 

feasibility of the scheduling. We show the QoS scheduling as 

follows. 

                                                        (2.1) 
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In order to illustrate the QoS scheduling, we give an 

example as follows. Assume that there is a piconet with tree 

connections, , , and . For these three connections, the 

corresponding QoS parameters are as follows. 

 
After factorizing the QoS parameters for the connections, 
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Thus, it is possible to schedule the traffic in the three 

connections to meet their QoS requirements by adopting the 

WRR in the piconet. However, it may suffer from starvation 

problems. 

B. Quality of Service 

To support QoS in a Bluetooth scatternet [3] requires 

multiple mechanisms to cooperate together at different 

phases. At the beginning, Bluetooth devices run the scatternet 

formation procedure, which decides the role of each device to 

be either master or slave and either bridge or non-bridge 

[16][19-22]. After formatting the scatternet, the routing 

mechanism has to choose a proper route that meets the QoS 

requirements if two devices need a connection for exchanging 

data. Actually, such a route is a chain of master and slave 

devices. As mentioned in the previous Section, the master 

controls the data transfer in a piconet. Thus, scheduling the 

transmission of packets to the slaves at the master is essential 

to supporting QoS on the route. So, the formatting, routing 

and scheduling mechanisms must cooperate to support QoS in 

a scatternet. Moreover, the QoS parameters may include data 

rate, packet loss ratio, delay, delay jitter, etc. In this paper, we 

consider the QoS parameter,  scheduling delay, for studying 

the provision of QoS in Bluetooth scatternets. 

III. ADAPTIVE INTRA-PICONET SCHEDULING 

This section discusses how the adaptive intra-piconet 

scheduling provisions QoS on scatternet routes. For route  

with QoS requirements of  and , the  can be 

decomposed into  components, , where  is 

the number of piconets on . To support QoS on  the 

QoS-aware scheduling is required and the QoS-aware 

scheduling for scatternet routes is developed on basis of the 

intra-piconet scheduling approach. 

The scheduling approaches in a piconet that can be used 

to implement the QoS-aware scheduling on scatternet routes 

are introduced as follows. Firstly, the following notations are 

used in this study. 

: The number of slave nodes in the  -th piconet on 

route . 

: -th slave in the -th piconet on route . 

: the -th slave in the -th piconet in the scatternet. 

: Function of the membership of a node on a route 

. 

: The number of packets stored in the buffer of the 

slave on route . 

The fair and robust Round Robin (RR) scheme is described 

as follows. For the RR scheme each slave is polled by the 

master in a fixed and cyclic order. For the -the piconet on 

route ，there are  slaves. Suppose that the distribution 

of the packet size is the uniform distribution. The master 

sequentially polls the slaves ( ). For each slave the 

polling priority is . Suppose that there are four slaves in a 

piconet P1 on a route. Each slave is polled in a cyclic order so 

that the polling priority for each slave is . And, the polling 

sequence is fixed as . 

Based on the RR scheme the Route-Member Round Robin 

(RMRR) scheme was proposed to guarantee the data 

transmission on the route. For the -th piconet on route , 

there are  slaves. The membership of the slaves in the -th 

piconet on route  is defined as follows. 

                     (3.1) 
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For each slave in the -th piconet on route ，the polling 

priority is defined as follows. 

                              (3.2) 

Though the RMRR scheme can guarantee the data 

transmission on the route, the fairness of using the bandwidth 

in a piconet for two or more routes through the piconet is not 

considered. Thus, an Exhaustive Route-Member Round 

Robin (ERMRR) scheme was proposed. The ERMRR scheme 

consists of two algorithms: the RR scheduling algorithm and 

RMRR scheduling algorithm. The  parameter is employed 

in the ERMRR scheduling.   0, kjb SC
 
means that there are a 

lot of data packets (in time slots) stored in the buffer of 
kjS ,  

and waited for transmission. And,   0, kjb SC  means that 

buffer of 
kjS ,  

is empty. The ERMRR scheduling is described 

as follows. 

Step1：If there exists any slave  and 

  0, kjb SC ，then execute RMRR. 

Step2 ： Otherwise, execute RR until  and 

  0, kjb SC  go to Step1. 

Suppose that there is a route in the scatternet. When 

 and , the master of a piconet polls the 

slaves that are the members of  with the polling priority of 

 (i.e. RMRR scheduling). When all slaves that are the 

members of  meet the condition of 
,( ) 0b j kC S  , the master 

executes RR scheduling with the polling priority of  for other 

slaves. 

In this paper a new scheme, -RMRR, is proposed. The 

 -RMRR scheme adopts a parameter  to adaptively adjust 

the scheduling to execute RR scheduling or ERMRR 

scheduling. The following notations are used in this paper: 

: The probability of a slave generating packets in a time 

slot 

: The probability of executing ERMRR scheduling 

: The probability of executing RR scheduling (i.e., 

) 

: The probability of polling a slave 

The slaves in a piconet are classified into two types: one 

is the route member (RM) slaves and the other is 

non-route-member (NRM) slaves. The α-RMRR scheduling 

is defined as follows: 

Step1：If  and there exists a slave  that 

satisfies the condition of , then the 

master polling the RM slaves as the ERMRR 
scheduling.  

Step2: Otherwise, execute RR scheduling to poll the 

NRM slaves until  and
 ,( ) 0b j kC S   where 

, go to Step1. 

The value of  can be determined by two ways: (i) static:  is 

fixed, when , execute RMRR. Otherwise, execute RR, 

(2) dynamic:  is set to be the ratio of total packets in the 

buffers of RM slaves to the total packets in the buffer of the 

NRM slaves. The definition of dynamic value of  is shown 

in Eq. 3.3. 

, where                       (3.3) 

IV. SIMULATION STUDY 

A. Simulation Model 

To evaluate the average packet delay for the proposed 

scheduling approaches, we make the following assumptions 

for the simulation study: (1) The packet size is fixed as 1 time 

slot, which is 625 . (2) The three scheduling approaches in 

a piconet was simulated. The piconet includes 7 slaves and the 

master can obtain the information about the number of 

packets in the buffer (queue) of each slave. (3) In the piconet, 

there are two slaves that are route members of a route in the 

scatternet. (4) Packet generating probability : The packet is 

generated for each slave in one time slot according to a 

uniformly distributed random process with the mean of . (5) 

The values of : By varying the value of , we can adjust the 

probability of master polling route members in -RMRR and 

support QoS on the route. (6) The average scheduling delays 

for the three scheduling approaches for RM slaves and NRM 

slaves were compared. 

The scheduling delay for a packet is defined as the time 

length that is from the time of generating the packet to the 

time of transmitting the packet. We conduct the simulation 

study on a Bluetooth piconet as shown in Fig. 1. 

B. Simulation Results 

This simulation study compares the scheduling delay of the 

three scheduling approaches with a fixed packet generating 

probabilities (p = 0.1). As shown in Fig. 2 to Fig. 5, the 

average scheduling delay of RR is larger than those of 

ERMRR and -RMRR, and the RR does not guarantee the 

QoS in a piconet. It is obvious that the RR approach polls the 

slaves that have no data for transmission, so that incurs much 

Destination

S2

MSource
S1

 

Fig. 1 A piconet for simulation study. 
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delay for the data transmission. However, the RR approach is 

fair and has less starvation problem. The average scheduling 

delay of the -RMRR is between that of RR and that of 

ERMRR. If the value of  is smaller (say, 0.2), the -RMRR 

acts as the RR. And, on the other hand, If the value of  is 

larger (say, 0.8), the -RMRR acts as the ERMRR. Thus, the 

-RMRR can support QoS on a route and provide better 

fairness than ERMRR does. On the other hand, the RR avoids 

the starvation problem. However, our proposed scheduling 

-RMRR can keep the average packet delay in the middle of 

RR and ERMRR and can dynamically adjust the value of  to 

support the QoS requirement.  
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Fig. 2 Average scheduling delay ( =0.2) 
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Fig. 3 Average scheduling delay ( =0.4) 
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Fig. 4 Average scheduling delay ( =0.6) 
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Fig. 5 Average scheduling delay ( =0.8) 

V. CONCLUSIONS 

This paper investigates the intra-piconet scheduling 

approaches, which can be classified into the non-QoS-aware 

approach and the QoS-aware approach. However, the 

inter-piconet scheduling for supporting QoS on scatternet is 

difficult to develop since the coordination of different 

piconets is hard. Thus, a QoS-aware intra-piconet scheduling 

approach to support QoS on scatternet route was proposed. 

Firstly, the traditional RR scheduling approach was presented 

and then the RMRR and ERMRR approaches were proposed. 

The RR approach is a fair scheduling but does not support 

QoS. On the other hand, the ERMRR approach can support 

QoS on scatternet route but suffer from the starvation problem 

for the NRM slaves. This paper proposed the -RMRR 

approach, which combines the RR and the ERMRR 

approaches and supports QoS on RM slaves and provides 

good fairness for the slaves. A simulation study was 

conducted to compare the scheduling delay of the three 

different scheduling approaches and verifies the proposed 

-RMRR approach. Our simulation results show that the 

-RMRR may act as RR or ERMRR approaches by setting the 

value of . Moreover, the proposed -RMRR approach is 

effective for supporting QoS with respect to scheduling delay 

on scatternet routes. 

REFERENCES 

[1] The Bluetooth SIG, Specification of the Bluetooth system – Core vo1.2 

(http://www.bluetooth.com, 2003) 

[2] C.-H. Yang, Y.-S. Chen,J.-W. Ruan, and W.-P. Ho, A Mobility Model 

for Bluetooth Scatternets in Wireless Personal Area Networks, Proc. 

Int’l Conf. on Wireless Networks (WNET 2004), June, 2004, 140-143. 

[3] W.-P. Chen, and J. Hou, Provisioning of temporal QoS in Bluetooth 

networks, Proc. IEEE Int’l. Workshop on Mobile and Wireless 

Communication Networks, 2002, 389-393. 

[4] Y.-I. Joo, J.-S. Oh, and O.-S. Kwon, An efficient and QoS-aware 

scheduling policy for Bluetooth, Proc. IEEE Vehicular Technology 

Conf., Vancouver, Canada, 2002, 2445-2448.  

[5] S. Kibria, A.S. Rueda and J.A. Rueda, Queueing model for Bluetooth 

multipoint communications, Proc. IEEE Conf. Electrical and 

Computer Engineering Conference. Canadian, 2002, 1357 -1362. 

[6] J. Misic and V.B. Misic, Modeling Bluetooth piconet performance, 

Communications Letters, 2003, 18 -20 

[7] N. Golmie, N. Chevrollier, and I. ElBakkouri, Interference aware 

Bluetooth packet scheduling, Proc. IEEE Conf. Global 

Telecommunications Conference, 2001, 2857 - 2863. 

[8] S. Baatz, M. Frank, C. Kuhl, P. Martini, and C. Scholz, Adaptive 

scatternet support for Bluetooth using sniff mode, Proc. IEEE 

Conf.LCN 2001. 26th Annual IEEE Conference, 2001,112 -120. 



https://doi.org/10.31871/IJNTR.10.5.4                               International Journal of New Technology and Research (IJNTR) 

                                                                                  ISSN: 2454-4116, Volume-10, Issue-5, May 2024 Pages 14-18 

                                                                                      18                                                                                 www.ijntr.org 

[9] A. Bar-Noy, V. Dreizin, and B. Patt-Shamir, Efficient periodic 

scheduling by trees, Proc. IEEE Conf.,Twenty-First Annual Joint 

Conference of the IEEE Computer and Communications Societies, 

2002, 791-800. 

[10] D. Yang, G. Nair, B. Sivaramakrishnan, H. Jayakumar, and A. Sen, 

Round robin with look ahead: a new scheduling algorithm for 

Bluetooth, Proc. IEEE Conf. Parallel Processing Workshops, 

Vancouver, Canada, 2002, 45-50. 

[11] C. Faisstnauer, D. Schmalstieg, and W. Purgathofer, Priority 

round-robin scheduling for very large virtual environments, Proc. IEEE 

Conf. Virtual Reality, 2000, 135-142. 

[12] Lee Yeng-zhong, R. Kapoor and M. Gerla, An efficient and fair polling 

scheme for Bluetooth, MILCOM 2002. Proceedings, 2002, 1062 – 

1068. 

[13] A. Capone, M. Gerla, and R .Kapoor, Efficient polling schemes for 

Bluetooth picocells, Proc. IEEE Conf. Communications, 2001, 

1990-1994. 

[14] Y. Ito, S. Tasaka, and Y. Ishibashi, Variably weighted round robin 

queueing for core IP routers, Proc. IEEE Conf.Computing, and 

Communications Conference, 2002,159 – 166. 

[15] Y Liu, M. Lee, and T. Saadawi, A Bluetooth scatternet-route structure 

for multihop ad hoc networks, IEEEE Journal on Selected Areas in 

Communications, 21(2), Feb. 2003. 

[16] P. Johansson, R. Kapoor, M. Kazantzidis and M. Gerla, Rendezvous 

scheduling in Bluetooth scatternets, Proc. IEEE ICC, New York, USA, 

2002, 318-324. 

[17] Lee Yeng-zhong, R. Kapoor and M. Gerla, An efficient and fair polling 

scheme for Bluetooth, MILCOM 2002. Proceedings, 2002, 1062 – 

1068. 

[18] Changlei Liu, Kwan L. Yeung , A Simple Adaptive MAC Scheduling 

Scheme for Bluetooth Scatternet, in Proc. of the IEEE 58th Conference 

Vehicular Technology (VTC’03), 2003, 2615 – 2619 

[19] S. Baatz, M. Frank, C. Kuhl, P. Martini and C. Scholz, Bluetooth 

scatternets: an enhanced adaptive scheduling scheme, Proc. IEEE 

INFOCOM, New York, USA, 2002, 782-790. 

[20] G. Zaruba, S. Basagni, and I. Chlamta, Bluetree-scatternet formation to 

enable Bluetooth-based ad hoc networks, Proc. IEEE International 

Conference on Communications, Helsinki, Finland, 2001, 273-277. 

[21] C. Petrioli, S. Basagni, and M. Chlalmtac, Configuring BlueStar: 

multihop scatternet formation for Bluetooth networks, IEEE 

Transactions on Computers, 52(6), 2003, 779-790. 

[22] T-Y Lin, Y-C Tseng, K-M Chang, and C-L Tu, Formation , routing, 

and maintenance protocols for the Bluering scatternet of Bluetooths, 

Proc. the 36th Annual Hawii International Conference on System 

Sciences, Hawaii, USA, 2002, 313-322. 

[23] A. Jamalipour, The Wireless Mobile Internet: Architectures, Protocols, 

and Services, John Wiley & Sons, Chichester, West Sussex, England, 

2003. 

 

Chorng-Horng Yang, Department of Information Management, I-Shou 

University, Kaohsiung City, Taiwan R.O.C. 

Wu-Ping Ho, Department of Information Management, I-Shou 

University, Kaohsiung City, Taiwan R.O.C. 


